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Abstract. Training an artificial neural network is an optimion task, since it is

desired to find optimal weight sets for a neurdlnmek during training process.

Traditional training algorithms such as back praiegmn have some drawbacks
such as getting stuck in local minima and slow dpafeconvergence. This study
combines the best features of two algorithms; lisvenberg Marquardt back
propagation (LMBP) and Cuckoo Search (CS) for imprg the convergence

speed of artificial neural networks (ANN) training.he proposed CSLM

algorithm is trained on XOR and OR datasets. Theedmental results show
that the proposed CSLM algorithm has better peréomre than other similar
hybrid variants used in this study.

Keywords:. artificial neural networks; back propagation; cumk search; levenberg
marquardt; local minima.

1 Introduction

An Artificial Neural Network (ANN) is a data procgag model that is based on
the biological nervous systems of a human braif4JLl]The main constituent
of this representation is the new foundation of da¢a processing system. It
consists of a large number of tremendously intateel processing elements
known as neurons, all functioning together in orgesolving many complex
real world problems [3]. ANN have been effectivalypplemented in all
engineering fields such as biological modeling,islen and control, health and
medicine, engineering and manufacturing, marketiregan exploration and so
on [4]-[9]. Because of the delightful appearanceificial neural networks, a
large number of applications have been proposeeédant decades. The back
propagation (BP) algorithm that was introduced lyrielhart [10] is the well-
known method for training a multilayer feed-forwadificial neural networks
[11]. However, the BP algorithm suffers from two joradrawbacks: low
convergence rate and instability. They are caused Ipossibility of being
trapped in a local minimum and prospect of overshgahe minimum of the
error surface [12]-[14].
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In recent years, many improved learning algorithmse been proposed to
overcome the flaws of gradient descent based sgstdthese algorithms
include a direct enhancement method using a polg sdgorithm [14], a global
search procedure such as evolutionary programmiiblg §nd genetic algorithm
(GA) [16]. The standard gradient-descent BP ispath driven, but population
driven. However, the improved learning algorithmesvédn explorative search
topographies. Therefore, these approaches are tedpecevade local minima
often by promoting exploration of the search spaflee Stuttgart Neural
Network Simulator (SNNS) [17], which was develogadhe recent past use
many different algorithms including Error Back Paggation [13], Quick prop
algorithm [18], Resilient Error Back Propagatio®]1Back percolation, Delta-
bar-Delta, Cascade Correlation [20] etc. All thakgrithms are derivatives of
steepest gradient search, so ANN training is radbti slow. For fast and
efficient training, second order learning algorithimave to be used. The most
effective method is Levenberg Marquardt (LM) algfom [21], which is a
derivative of the Newton method. This is quite tifateted algorithm since not
only the gradient but also the Jacobian matrix khdwe calculated. The LM
algorithm was developed only for layer-by-layer ANdpology, which is far
from optimal [22]. LM algorithm is ranked as onetb& most efficient training
algorithms for small and medium sized patterns. allybrithm is coined as one
of the most successful algorithm in increasing ¢bavergence speed of the
ANN with MLP architectures [23]. It is a good comhbtion of Newton’'s
method and steepest descent [24]. It Inherits sfreed Newton method but it
also has the convergence capability of steepesedemethod. It suits specially
in training neural network in which the performamogex is calculated in Mean
Squared Error (MSE) [25] but still it is not abke avoid local minimum [26]-
[27].

In order to overcome these issues this study pezp@snew algorithm that
combines Cuckoo Search (CS) and Levenberg Marqugadk propagation
(LMBP) algorithms to train neural network for XORda OR datasets. The
proposed CSLM algorithm reduces the error and inguidhe performance by
escaping from local minima.

The remaining of the paper is organized as folldBextion two describes the
Cuckoo Search algorithm. In Section three, the @mgntation of the proposed
CSLM algorithm is elaborated. In Section Four, tperformance of the

proposed CSLM on some experimental data is disdus§dee paper is finally

concluded in Section Five.
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2 The Cuckoo Search Algorithm

Xin-She Yang [28] proposed a metaheuristic Cuckear&h (CS) algorithm
based on the forceful parasitic behavior of sonmekea species by laying their
eggs in the nests of other bird species. Sometitheshost bird cannot
differentiate between its own and cuckoo eggs. Batn egg is discovered by
the host bird as not its own, then it either thrilmse unknown eggs away or
simply leave its nest. Some species in cuckoo @&my gpecialized in the
impersonating the color and pattern of the eggh®host species. This reduces
the chances of their eggs being abandoned andirtbtesases the chances of
their survival. The CS algorithm follows the thilggesic rules:

1. Each cuckoo lays one egg at a time, and put itsimggndomly chosen
nest;

2. The best nests with high quality of eggs will cawyer to the next
generations;

3. The number of available host nests is fixed, ardetlpg laid by a cuckoo is
discovered by the host bird with a probability paf].

In this case, the host species can either throwetpg away or build a
completely new nest somewhere else. The last asmmygan be approximated
by the fractionPa of the n nests that are replaced by new nests (with new
random solutions). For a maximization problem, thality or fitness of a
solution can simply be proportional to the valuetloé objective function. In
this algorithm, each egg in a nest represents atign] and a cuckoo egg
represents a new solution, the aim is to use the ared potentially better
solutions (cuckoos) to replace a not so good swiuth the nests. Based on
these three rules, the basic steps of the Cuckac€¢CS) can be summarized
as the following pseudo code:

Step 1 Generate initial population of N host nest1..N

Step 2While ( f min < MaxGeneratior) or (Stop criterion)

Step 3Do Get a Cuckoo randomly by Levy flights and evaluttditness .
Step 4 Choose randomly a ngsamongn .

Step 5If F >F, Then

Step 6 Switchj by the new solutiorEnd | f

Step 7 A segment _) of worse nest are abandoned and new ones ate buil

Step 8Keep the optimal solutions (or nest with quadibjutions).
Step 9 Rank the solutions and find the current best.
Step 10end while

When creating new solutions™ for a cuckooi , a Levy flight is performed
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X" =x"+a0levyA) (1)

where g >0; is the step size which should be related to tedes of the
problem of interest. The produdf means entry wise multiplications. The
random walk via Levy flight is more effective inaring the search space as
its step length is much longer in the long run. Tevy flight essentially
provides a random walk while the random step lengtdrawn from a Levy
distribution.

Levy~ u= ', 1< A< 3 2)

This has an infinite variance with an infinite me&tere the steps essentially
construct a random walk process with a power-lap-#ngth distribution with
a heavy tail. Some of the new solutions should éeegated by Levy walk
around the best solution obtained so far, this spiéed up the local search.
However, a substantial fraction of the new soludishould be generated by far
field randomization whose locations should be fesugh from the current best
solution. This will make sure the system will no¢ lbrapped in a local
minimum.

3 TheProposed CSLM Algorithm

The proposed method known as Cuckoo Search baseshherg-Marquardt
(CSLM) algorithm is given in Figure 1. Cuckoo Sén(CS) is a metaheuristic
algorithm that starts with a random initial popidat It works with three basic
rules i.e. selection of the best source by keeplirgbest nests or solutions,
replacement of host eggs with respect to the qualitthe new solutions or
cuckoo eggs produced based randomization via Leights globally
(exploration) and discovering of some cuckoo eggsthe host birds and
replacing according to the quality of the localdam walks (exploitation) [29].
In the figure, each cycle of the search consistseskral steps initialization of
the best nest or solution, the number of availhbk nests is fixed, and the egg
laid by a cuckoo is discovered by the host birchwitorobability,p [0, 1].

In this algorithm, each best nest or solution regnés a best possible solution
(i.e., the weight space and the corresponding sisseNN optimization in this
study) to the considered problem and the size foiod source represents the
quality of the solution. The initialization of weits was compared with output
and the best weight cycle was selected by cuckbe.clickoo would continue
searching until the last cycle to find the bestghies for networks. The solution
that was neglected by the cuckoo was replaced avitew best nest. The main
idea of this combined algorithm is that CS is uaédhe beginning stage of
searching for the optimum. Then, the training pssde continued with the LM
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algorithm. The LM algorithm incorporates the Newtorethod and gradient
descent method. The flow diagram of CSLM is showirigure 1. In the first
stage CS algorithm finish its training then LM aifum starts training with the
weights generated by CS algorithm and the LM tthi@ network until the
stopped condition is satisfied.

Start

v

Initialize population with CS

v

Weight for the network

v

\ 4

Train the network with CS

CS Training finished

Stored the best weights

v

New Weight for the Network

v

Train the network with LM

Stop condition
satisfied

No

Final weight

Figurel The Proposed CSLM Algorithm.
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4 Resultsand Discussions

4.1 Preliminaries

In order to illustrate the performance of the pi®m algorithm, CSLM is
trained on 2-bit, 3-bit XOR and 4-bit OR datasdtse simulation experiments
were performed on a 1.66 GHz AMD E-450 APU with Bailand 2 GB RAM
using MATLAB 2009b software. The proposed CSLM aitjon is compared
with Artificial Bee Colony Levenberg Marquardt algom (ABC-LM),
Artificial Bee Colony Back Propagation (ABC-BP) alithm and simple back
propagation neural network (BPNN) based on MSE magimum epochs was
set to 1000. The three layer feed forward neurévowk are used for each
problem; i.e. input layer, one hidden layer, antboulayers. The number of
hidden nodes is formed of five neurons. In the oeétvstructure the bias nodes
are also used and the log sigmoid activation fonci$ placed as the activation
function for the hidden and output layers nodes. dach algorithm, 20 trials
are repeated.

4.2 Two Bit Exclusive-OR Problem

The first test problem is the exclusive OR (XOR)iahhis a Boolean function
of two binary input to a single binary output. hretsimulation we used 2-5-1,
feed forward neural network structure for two biOKR problem. For all
algorithms, the parameters range is set to [5,{5];5], [5,-5], [1,-1]
respectfully. Table 1 shows the CPU time, numbespufchs, accuracy, SD and
the MSE for the 2 bit XOR test problem with fivedden neurons. Figure 2
shows the MSE of the proposed CSLM algorithm andCAB/ algorithm for
the 2-5-1 network structure. From Table 1, it can dearly seen that the
proposed CSLM algorithm converged to the globaliménwithin 126 epochs,
while ABC-LM needs much time and number of epoachsdnverge. Figure 3
illustrates the average accuracy for the CSLM, ABE- ABC-LM, and
conventional BPNN algorithms.

Tablel CPU time, Epochs and MSE for 2-5-1 NN architecture.

Algorithm BPNN ABC-BP ABC-LM CSLM
CPUTIME 42.643 172.33 123.9 14.41
EPOCHS 1000 1000 100 126
MSE 0.220 2.39E-04 0.12! 0

SD 0.0105 6.7E-05 1.5E-0 0
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Figure3 Average accuracy for 2-5-1 NN architecure.

4.3 ThreeBit Exclusive-OR Problem

In the second phase, we used 3 bit XOR datasehweloimprises of three inputs
and a single binary output. The parameter rangsaise as used for two bit
XOR problem. For the 3-5-1 the network, it has tiyeaonnection weights and
six biases. Table 2 shows the CPU time, numbepottes, the MSE standard
deviation (SD) of the MSE, and accuracy for theét3X©®R test problem with 5
hidden neurons. Figure 4, displays the ‘MSE pertoroes vs. Epochs’ of
CSLM, and ABC-LM algorithms for the 3-5-1 networkiture. While Figure
5, shows the average accuracy performance of theMCSBC-LM, ABC-BP
and BPNN, algorithms. For the three bit XOR, thd_.®Salgorithm converges
to global minima within 671 epoch and 99.9% accurdom Table 2, it is
clear that the proposed CSLM algorithm has bet&gfopmance than BPNN,
ABC-BP, ABC-LM in terms of MSE, Epochs, CPU time.

Table2 CPU time, Epochs and MSE for 3-5-1 NN architecture.

Algorithm BPNN ABC-BP ABC-LM CSLM

CPUTIME 50.03 172.33 123.7 80.36
EPOCHS 1000 1000 100 671
MSE 0.25 0.08 0.01 7.5E-07

SD 0.00064 0.0187 0.005 3.14E-06
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Figure5 Average accuracy for 3-5-1 NN architecture.

4.4 The 4 Bit OR Problem

The third problem is 4 bit OR which consists offayputs and a single binary
output. The network structure is same as the 23dpitl XOR problem. In 4 bit
OR, if the number of inputs all is 0, the outpuDisotherwise the output is 1.
Again for the four bit input we apply 4-5-1, feedrward neural network
structure. For the 4-5-1 network structure it hasrity five connection weights
and six biases. Table 3 illustrates the CPU timechs, and MSE performance
of the proposed CSLM, ABC-BP, ABC-LM and BPNN aligloms respectively.
Figure 6, shows the ‘MSE performance vs. Epochs’the 4-5-1, network
structure of the proposed CSLM, and ABC-LM algarith From the Table 3, it
can be observed that the proposed CSLM algorithnvergence rate is very
fast than the other techniques in terms of CPU &me& number of epochs. In
Figure 7, the average accuracy comparison of tbpgzed CSLM, and ABC-
BP, ABC-LM and BPNN algorithms can be seen. Theppsed CSLM can be
seen converging to global minima with 100% accuiadyigure 7.

Table3 CPU time, Epochs and MSE for 4-5-1 ANN architecture

Algorithm BPNN ABC-BP  ABC-LM CSLM
CPUTIME 63.280  162.494 118.727 6.16
EPOCHS 1000 1000 100 43
MSE 0.0527 1.91E-10 1.82E-1

SD 0.0084 1.5E-10 2.31E-1




CSLM: Levenberg Marquardt based BP Optimized with CS 113

«10® THE MSE ERROR FOR GELM
35 T T T T T T T T

2.6+ .

MZE

0.6+ .

0 5 10 15 20 25 30 35 40 45
EPOCHS

MSE ERROR ABC-LM
0.045 T T T T T T T T T

0.04 8

0035} 8

0.031 8

0.025 .

MSE

0.02¢ 8

0015+ 1

0.01r 8

0.005 - 1

0 L L L L L L L L L
0 100 200 300 400 500 GO0 70O 8OO 900 1000
EPOCHS

Figure6 MSE for (a) CSLM and (b) ABC-LM on 4 Bit OR and 215NN
architecture.



114 Nazri Mohd. Nawi, ef al.

102

99.97 99.99 100
100
98
i 96
2 94
jad
=
8 92
89.84
- 90
88
86
84
BPNN ABC-BP ABC-LM CSLM

Figure7 Average accuracy for 3-5-1 NN architecture.

5 Conclusion

In this paper, an improved Cuckoo Search and LexeniMarquardt back
propagation (CSLM) algorithm is proposed. The mdea of CSLM is that the
CS is used at the beginning stage for generatiagtimal weights, then LM
continues the training by inheriting the best wesgliom CS algorithm [30].
The proposed CSLM algorithm is trained on XOR ang @atasets. The
experimental results show that the proposed CSLE§brahm has better
performance than ABC-LM, ABC-BP and BPNN algorithmgerms of MSE,
number of epochs, (Standard Deviation) SD and acgur
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