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Abstract. We presentaind evaluate the implementation of Part of SpePeS)
Tagging for the Kadazslanguage by using the Transformation-based approach
The main purpose of this study is to develop amrmatic POS tagging for tF
Kadazan language, which had never, been developfuleb POS tagging ce
tag the Kadazan corpus automatically and can feduce the disambiguation
problem of tlis language. Thimplementation of this approach in this study is to
achieve a better and higher accuracy or at leasiasi to that of the othe
tagging approaches such as the stati: and the original rule-based approach.
This approach can transform the tags based on réecribed set of rules. A
number of objectives were set in order to achiéeenhain purpose of this stuc
Firstly, to apply the lexical and contextual rufes this language. Secondly,
implement the Brill's algorithm based on the setubés and finally to determir
the efectiveness of the Kadazan Part of Speech by usiisgapproach. Th
tagging system had been trained using four Kadapapuses containing 56¢
words in all. Based on the evaluation results,tdgging system had achiev
around 93% accuracy.

Keywords: brill's tagger, kadazan languag Part of Speech tagger; ruleaseg
statistical; transformatiorbasec.

1 Introduction

Part of Speech (POS) tagging is a system that theatext in some languag
and assign POS such as noun, verb, adjective, ladpssnoun.etc to every
word in the text (corpus). The tagging process aobk linked with
morphological process sucas the formation of adjective from verb. |
example, the woratharm' which is tagged as a verb, could be transformeml
an adjective whening' is suffixed to that word which would then beco
‘charming'. In Natural Language Processing, POS taggi important in orde
to show how the words could be related to eachraodined how the ordere
structures of the sentence could help resolve riitgguity problem in differen
kinds of analysis levels. POS tagging had beed irsenany applications sut¢
as machine translation, speech recognition, infornrmatietrieval, dictionan
(Wordnet) and so on. Hence, the importance of REQ§inng cannot be ignor¢
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at all. POS tagging is quite difficult because bk tambiguity problem.

Ambiguity is defined as the existence of two or enppssible meaning in one
word or in a sentence that can confuse the reddi@never, the ambiguity

problem could be reduced through the tagging psoudwere the words could
be tagged based on their meaning. A few differppt@aches could be applied
to the POS tagging. The first method that was kntwmave implemented POS
tagging was the rule-based method [1]. Then, stalstechnique came into
existence after 1980's and was found to have obtamore popularity. Then
came the Brill rule-based system that was use®92 and quite different from

the original rule-based method [2]. This tagger badn trained in tagging for
the English words by using the Transformation-Baggdroach and was found
to have achieved 97% accuracy as a result [2].

Rule-based approach acts by assigning tags to a wemng contextual
information according to the rules developed by Annftatistical approach is
known as a stochastic tagger when it disambigu#iies word based on
probability and where the word occurs with a specidg. The tag occurs
frequently in the training set is the one to begresl to the ambiguous instance
of that word. However, statistical approach requzemplex computation.

Over the past few years, statistical approach viboaight to be the most
successful method compared to the original ruletasethod [3], until after
the introduction of the Brill's tagger approachli@92. Brill's tagger approach
is the advance version of rule-based method. Af&2, most of the researches
who used the original rule-based method referreBrilbs method [1]. Brill's
method uses the rule templates and is easier ttemngmt compared to the
statistical approach because complex computatiootisequired.

Brill's approach was originally developed for thaglish language and was
found to have achieved high accuracy comparedeatlginal rule-based and
statistical approach. There were few other langsiaging the Brill's approach
for POS tagging and the accuracy obtained wereta¢guo In this paper, we are
trying to implement the Brill's approach to see tgerage of accuracy in
applying this method for the Kadazan languages Itdone by evaluating the
tagging accuracy and the tagging performance. $tudy was carried out to
develop the Kadazan POS tagger for the Kadazaratggmatically and at the
same time to observe and determine the effectigeniethe Brill's approach for
the Kadazan language.

2 Brief Overview of Kadazan Language

Kadazan language is a language which is spokehebi{&adazan race in Borneo
along the region from the Nosoob-Kepayan area tiirddenampang-Putatan
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and to Papar, Sabah. Same as any other langubgdsatiazan language also
has its own characteristics, grammatical structares rules. The morphology
of the Kadazan language could be formed from thixesf of a word. For
example, in the Kadazan language, the formationoefn from an adjective
involves all three affixes either by prefixing, ixihg, suffixing or the
combination of prefix and suffix. For example, therd 'avasi'(good) =>
'kavasan' (goodness). The word ‘avasi', which is an adjectis changed to
noun after the 'k' is prefixed and the 'an’ is igaff to that word. Another
example is the word 'poit' (bitter) =>Sifjit' (bitterness). The word 'poit’, which
is an adjective, is changed to a noun after 'iieis infixed after the first
character of the word 'poit. The next example ysphefixing ‘'mang’ at the
beginning of the word. For example, 'afsdach) =>mangajal’' (teaching). The
word ‘ajal’, which is a verb, is changed to nouerahe wordmang' is prefixed
to that word, which is 'mangajal’. The contextuaes is based on ‘previous'
word and 'next' word. It requires condition. Foample, ‘change noun to verb if
the previous tag is AISO'. If the sentence is tdggeongly such as ‘aidouti
(adjective), which means 'no bread'’, by applying the rulenastioned before,
the sentence will be tagged as 'dmdi (noun)'.

3 Related Work

There are few different approaches for POS taggeidbs the Brill's Tagger.
The two well known approaches are the rule-basg@doaph and the statistical
approach. The rule-based approach was the firdtadantroduced by [4]. In
general, rule-based approach are rules written tbyiams based on linguistic
knowledge. They were done by generating the inpatesice to the output text
in the basic morphological, syntactical and sencaatialysis from both sources
and the target languages that were involved intalygging or translation. This
approach usually depends on the dictionary and huimdag the words. The
related work [5] had developed a POS Tagger folPiEhto language using the
rule-based approach and had achieved a 88% accUmaase this POS Tagger
approach, the first step is to input all the rawt timto the system and the
tokenization process would then take part. Thectng taken from newspapers,
books or from Internet are then used to tag the #&lk the words taken from
the sources would be extracted and tag manually.n&w words not in lexicon
would be tagged using the rules written by humahe Dutput would be
checked manually and correction made for any witagg found in the text.

The second method that became popular after tiggnatiRule-based approach
was the statistical approach. This approach disgumaipéed the words depending
on the probability of the word that occurred wittparticular tag. The most
frequented tag that occurred in the training se$ wWe one assigned to the
ambiguous instance of that word. The probabilityhef given sequence of tags
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occurred would be calculated. One of the statisticethods that had been used
widely was the Hidden Markov Model (HMM). In thisetmod, the lexical and
the probabilities were used to search a tag foroadwHence, the statistical
approach requires a complex computation. One ofalaed works that used
the statistical approach for tagging is [6]. Thel#n Markov Model (HMM)
were used to tag the Manipuri language and hadcaetlia 92% accuracy as a
result. First of all, the input text would be splito words and the stemmer
process would then be applied to separate theeafffom each word. The
statistical analyzer were used to extract the anigand the bigram probability
from the tag corpus. The most likely tag for evergrd in the text would be
determined and the tags having the highest prabafsr each word would be
chosen.

After the statistical method, the Brill's Tagger timed was then introduced and
it was found to have a similar or even better aacies than those of the two
above mentioned methods introduced earlier. Thenstoamation-based
approach also known as the Brill's approach actedrdnsforming the tags
based on the applied rules. In this approach, amagld be assigned to each
word and then transformed by using a set of rufég. rules would be applied
repeatedly to transform the tags until no moresrwieere left to be applied.
Furthermore, this method was also known as selfrnieg where a
comprehensive technique called TEL and the ruleplai®s were used instead
of the pure n-gram. In terms of its linguistic agsibility and flexibility, it is
defined by linguistic knowledge to be statisticallywestigated. The Brill's
Tagger would first set the rule templates befosy there allowed to change the
rule files so as to help analyze the results ardgblight the remaining corpus.
One of the related works that used the Brill's apph was [7]. The Brill's
approach were used to tag the Greek language ardfowend to have achieved
95% accuracy. At first, all the words in the corpiese tag to their tag based on
the most likely tags in the lexicon. The lexiconswaken from the Penn Tree
Bank of the Wall Street Journal and the Brown cergiter all the words were
tagged to their initial tag. The lexical and thetextual rules were then applied
to transform and to correct the wrong tags. Thdamgiion of the approach in
detail could be found in the following section. RBies the English and the
Greek languages, other languages also implemehtedmethod for tagging.
For example, the Brill's Tagger approach had besed ufor the German
language [8]. It showed how this approach could rowp the tagging
performance by increasing the size of the corpuse @rror rates could be
reduced by adding more rules and by trying to $efocunknown words in the
lexicon. Furthermore, this approach had also bessd (for the Hungarian
language [2], which has a rich morphology, agghtfire with free word orders
as compared to the English language. The accuddgwed was around 85% -
88%. Brill's Tagger had also been used to trainDaeish language [9] for
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checking grammar errors, incorrect commas and recorarticle noun
agreement. Besides tagging, this approach coutdesused to identify scores
of grammar errors in the Danish and other languaBeased on the overall
discussion, Brill's approach was chosen to develdfadazan POS tagger due
to better performance as shown in the resultsafiggihg different languages.

4 Brill's Tagger for Kadazan

Figure 1 shows the overall model for Kadazan PO§g&ea based on Brill's
approach.

Input Raw Corpus/Text

to

\4
Initial State Annotater

to assig Raw corpus to its most
likely tag (initial tag)
based on the lexicon

y

output |
Temporary Corpus |«
A A

' compare
g B S Y
1
apply and fix | v

Error Goal Corpus

Lexical/Contextual Rules |

Figure 1 Kadazan POS tagger model based on Brill's approach.

The Kadazan POS tagger is divided into four phases.first phase of tagging
begins by inputting raw text into the system. Theosid phase continues when
the corpus is going through the initial state aatwtto tag all the words to its
most likely tag based on the lexicon. The outpubdef process is the temporary
corpus. The other possible tags act as the seegnifland only the initial tag is
wrong. The rules are then be applied to changenttial tag (most likely tag) to
one of the other possible tags. The word with pdesiags shows that it is
ambiguous because it has more than one meaningeXanple, the word
'kalaja’ can be classified into a verb or a nowmn.@xample, if the sentence goes
like this, 'mamaso isido monood@laja do kabaahan', which means, 'he is in
the middle of doing an artisan work.' From here, ¢brrect tag for 'kalaja’ is a
verb. If the sentence goes like this, 'onukalaja diozu?', which means, 'what
is your job'?, the correct tag for the word 'kdlapthis sentence is a noun.
However, not every word has other possible tagshawn in Table 1.
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4.1 The First Phase

The first phase of tagging begins by inputting anaated text into the system.
Figure 2 shows the diagram of the first phase.

Input Raw Corpus/Text

to

A

Initial State Annotator

Figure 2 First phase of tagging.

4.2 The Second Phase

The second phase of tagging begins when the imptitgo through the initial
state annotator to tag all the words inside thpu®sto its most likely tag which
is given in a lexicon. The words not in the lexicane considered as unknown
words. The unknown words would be tagged autorniftiea noun (N). Table
1 shows the example of the lexicon for most likely.

Table 1 Examples of the lexicon.

Word in English . Other Possible
Kadazan Translation Most Likely Tag Tags
Aanangaan Like Vv R
Kalaje Work/Working Y N
Ahast Warm/ Ho J -
Kampil Bag N -

Based on Table 1, the word ‘Aanangaan’ is usualbgéd as a verb (V) but
may also be tagged as an adverb (R) depending emsehtence. The word
‘Kalaja’ is usually tagged as a verb (V) but cascabe tagged as a noun (N).
The word ‘Ahasu’ is usually tagged as an adjec{ijeand there is no other
possible tags for that word. The word ‘Kampil’ isually tagged as a noun (N)
and there is no other possible tags for that woad All these depend on the
structure of the sentence. The same thing apmieshier words in the lexicon.

The output of this phase is temporary corpus imesimgle word in the corpus

had been tagged to their initial tags. Figure 3aghthe diagram of the second
phase.
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likely tag (initial tag)
based on the lexicon

Initial State Annotater

A 4

output
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Figure 3 Second phase of tagging.

4.3 The Third Phase

The third phase continues by comparing the tempotarpus with the goal
corpus to detect if there is any error (wrong tags} occurs in the temporary
corpus. The goal corpus is the manually taggedusorpor example, if the
sentence in Kadazan goes like this 'onkallaja diozu?' meaning 'what is your
job?". In temporary corpus, the word 'kalaja’ ggied as a verb as an initial tag
based on the lexicon for its most likely tag asvainan Table 1. However, in the
goal corpus, the correct tag for the word 'kalgja noun. So, there is an error
detected after both sentences or corpuses werearethjp each other. Figure 4
shows the diagram of third phase of tagging.

Temporary Corpus |[#----7---- » Goal Corpus

Error

Figure 4 Third phase of tagging.

4.4  The Fourth Phase

The last phase continues when the lexical anddhtegtual rules are applied to
fix the errors, which occurred from the third phaBke lexical rules are based
on prefixes, infixes and suffixes of the word. Usyathe lexical rules only
affect the unknown words. However, the contextudés are the rules that
transform and correct the wrong tags based onntiad’' 'or 'previous' word in
the sentence. Figure 5 shows the tagging diagrgrhase four.

Temporary Corpus

Error

A

apply and fix

Lexical/Contextual Rules

Figure 5 Fourth phase of tagging.
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Table 2 shows the examples of lexical rules fordaah language.

Table 2 Examples of the Lexical Rules.

Rule Current Tag New Tag Condition
L1 J N Prefix ‘in’
L2 J N Infix 'in’
L3 J N Prefix ‘k’ and Suffix ‘an’

Rule L1 stated that if the current tag of a wordnsadjective (J), after prefixing
‘in’ to that word, the word is transformed into aum (N). For example, agang
(J) => prefix 'in' =>inagang (N). The word ‘agang (red)', which is anctlje,

is changed intariagang (redness)’, which is a noun, after prefiximgnto it.
Rule L2 stated that if the current tag of the wisdan adjective (J), after
infixing 'in' into it, it will be tagged as a noui). For example, vasi (J) =>
infix 'in" => vinasi (N). The word 'vasi (good)', which is an adjestis changed
into ‘vinasi (goodness)', which is a noun, after infiximgilto it. Rule L3 stated
if the current tag of the word is an adjective &Rer prefixing ‘k’ and suffixing
‘an’ to that word, it would be transformed into @um (N).

For example, avasi (J) => prefix k', suffix 'am kavasan (N). The word 'avasi
(good)', which is an adjective, is changed iki@mvasan (goodness)' which is a
noun after prefixing 'k' and suffixing ‘an’ into the same case applies to other
words based on their lexical rules. Next is by néay the contextual rules.
Table 3 shows the examples of contextual rules.

Table 3 Examples of Contextual Rules.

Rule Current Tag New Tag Condition

C1 JIRIV N Previous word is 'aiso’
Cc2 JIRIV N Previous word is

C3 JIRIV N Next word is 'togumi

Rule C1 stated that if the previous word is ‘aigblen the word after 'aiso’
where the current tag is either a verb (V) or ajecive (J) or an adverb (R)
would be transformed into a noun (N). Rule C2 stakmt if the previous word
is 'I', then the word next to that word where therent tag is either a verb (V),
an adjective (J) or an adverb (R) would be tramséat into a noun (N). Rule C3
stated that if the next word is ‘togumu’, the wdrefore ‘togumu’ where the
current tag is either a verb (V), an adjective ¢d)an adverb (R) would be
transformed into a noun (N). The same thing applbesther words based on
their contextual rules.
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5 Results and Evaluation

The evaluation of the Kadazan POS Tagging had lwaeried out and the
results are shown here for further discussionigghction. The tagger had been
evaluated in two ways. Firstly, by getting the aecy and error rate by
applying the lexical rules and contextual rules dydcombining both rules
without using any other rules. Secondly, by calitn¢pthe tagging time and the
evaluation time to calculate the accuracy.

5.1 Training the Kadazan Tagger

The Kadazan children’s story books were used tio titee tagger. There are
four corpuses that were used where the first cogmitled'Mobubuvat, Laja’
Om Raani‘contains 741 words (corpus 1), the second corptidegl ‘| Duok
Om | Vuhan'contains 901 words (corpus 2), the third corpustledt'Zi
Ombong-Ombongtontains 1328 words (corpus 3) and the fourth corpu
entitled'Zi Osong Om | Vuhanutontains 2693 words (corpus 4).

Table 4 Tagging results for manually tag compared to sydegrby applying
lexicon, lexical, contextual and both rules (forpgs 1).

Lexicon Lexical .Rules Contextual Lexicon +
Tags only + Lexicon Rules + Contextual +
(%) Lexicon (%) Lexical Rules (%)
Correct 670 675 693 695
Wroncg 71 66 48 46
Accuracy (% 90.4: 91.0¢ 93.52 93.7¢
Error Rate (%) 9.58 8.91 6.48 6.21

Based on Table 4 (corpus 1), which contains 741dsdoy using the lexicon
and without applying any rules, we obtained 670 dsofor correct tags, 71
wrong tags and overall we obtained 90.42% accuaacly9.58% error rate. By
using the lexicon and applying the lexical rules/pwe obtained 675 words for
correct tags, 66 wrong tags and overall we obtai®&d9% accuracy and
8.91% error rate. By using the lexicon and applyiimg contextual rules only,
we obtained 693 words for correct tags, 48 wromgg t&nd overall we obtained
93.52% accuracy and 6.48% error rate. Lastly, bygushe lexicon and

applying both lexical and contextual rules, we ot#d 695 words for correct
tags, 46 wrong tags and overall we obtained 93.Z28étiracy and 6.21% error
rate.

Based on Table 5 (corpus 2), which contains 901dgdoy using the lexicon
and without applying any rules, we obtained 839 dsofor correct tags, 62
wrong tags and overall we obtained 93.12% accuaady6.88% error rate. By
using the lexicon and applying the lexical rules/pwe obtained 834 words for
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correct tags, 67 wrong tags and overall we obtai®2db6% accuracy and
7.44% error rate. By using the lexicon and applyimg contextual rules only,
we obtained 855 words for correct tags, 46 wromgg t&nd overall we obtained
94.89% accuracy and 5.11% error rate. Lastly, bygushe lexicon and

applying both lexical and contextual rules, we ot#d 848 words for correct
tags, 53 wrong tags and overall we obtained 94.a42@aracy and 5.88% error
rate.

Table 5 Tagging results for manually tag compared to systsgrby applying
lexicon, lexical, contextual and both rules (forpugs 2).

Lexicon Lexical Rules Contextual Lexicon +
Tags only + Lexicon (%) Rules + Contextual +
Lexicon (%) Lexical Rules (%)
Correc 83¢ 834 85t 84¢
Wroncg 62 67 46 53
Accuracy (%) 93.12 92.56 94.89 94.12
Error Rate (%) 6.88 7.44 5.11 5.88

Table 6 Tagging results for manually tag compared to sydegrby applying
lexicon, lexical, contextual and both rules (forpgs 3).

Lexicon Lexical .Rules Contextual Lexicon +
Tags only + Lexicon Rules + Contextual +
(%) Lexicon (%) Lexical Rules (%)
Correc 120¢€ 120¢ 123t 122¢
Wrong 12z 12¢ 93 104
Accuracy (%) 90.81 90.36 93.00 92.17
Error Rate (%) 9.19 9.64 7.00 7.83

Based on Table 6 (corpus 3), which contains 132&Isydoy using the lexicon

and without applying any rules, we obtained 1208dsdor correct tags, 122
wrong tags and overall we obtained 90.81% accuaacy9.19% error rate. By
using the lexicon and applying the lexical rulesypwe obtained 1200 words
for correct tags, 128 wrong tags and overall weaioled 90.36% accuracy and
9.64% error rate. By using the lexicon and applyimg contextual rules only,
we obtained 1235 words for correct tags, 93 wragg tand overall we obtained
93.00% accuracy and 7.00% error rate. Lastly, byngushe lexicon and

applying both lexical and contextual rules, we oted 1224 words for correct
tags, 104 wrong tags and overall we obtained 92.4@@aracy and 7.83% error
rate.

Based on Table 7 (corpus 4), which contains 269&Isydoy using the lexicon
and without applying any rules, we obtained 2284dsdor correct tags, 409
wrong tags and overall we obtained 84.81% accusamtly 15.19% error rate.
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By using the lexicon and applying the lexical rutedy, we obtained 2283
words for correct tags, 410 wrong tags and ovenadl obtained 84.78%
accuracy and 15.22% error rate. By using the lexiemd applying the
contextual rules only, we obtained 2471 words forect tags, 222 wrong tags
and overall we obtained 91.76% accuracy and 8.2466 mte. Lastly, by using
the lexicon and applying both lexical and contektudes, we obtained 2459
words for correct tags, 234 wrong tags and ovewadl obtained 91.31%
accuracy and 8.69% error rate.

Table 7 Tagging results for manually tag compared to systsgrby applying
lexicon, lexical, contextual and both rules (forpgs 4).

Lexicon Lexical _Rules Contextual Lexicon +
Tags only + Lexicon Rules + Contextual +
(%) Lexicon (%) Lexical Rules (%)
Correct 2284 2283 2471 2459
Wrong 409 410 222 234
Accuracy (% 84.81 84.7¢ 91.7¢ 91.31
Error Rate (%) 15.19 15.22 8.24 8.69

The second evaluation part is done by calculatiegtagging time and the time
to calculate the accuracy of the tagger. Table®vshthe time for tagging and
evaluation process for all the corpuses.

Table 8 Tag time and evaluation time for corpus 1, 2, 34nd

Corpus 1 2 3 4
Size 741 901 132¢ 269:
Tag Time/: 1.C 1.1 14 1.€
Evaluation Time/s 44.6 55.1 124 301

Based on Table 8, the tagging time for corpus 1l.@sseconds and the time
taken to evaluate the accuracy is 44.6 secondstagung time for corpus 2 is

1.1 seconds and the time taken to evaluate theramcis 55.1 seconds. The
tagging time for corpus 3 is 1.4 seconds and thme tiaken to evaluate the
accuracy is 124 seconds. The tagging time for corpis 1.6 seconds and the
time taken to evaluate the accuracy is 301 seconds.

5.2 Results and Discussion

Based on the results in Table 4, Table 5, Tablad &able 7, we noticed that
without applying any rule and by using the lexiaomy, the accuracies of the
tagging are lower compared to the accuracy aftglyamm both rules. This

proved that by applying both rules, the tagginguaacies could be improved.
By applying the lexicon and lexical rules only, weuld see that some of the
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accuracies are higher or lower compared to theracms before the lexical
rules were applied. Based on Table 4, by applyirg lexical rules a higher
accuracy was obtained than before the lexical rulee applied. However in
Table 5, 6 and 7, the accuracies obtained by usiadexical rules are lower
compared to the accuracy before the rules wereiegpplexical rules were
applied for unknown words by prefixing, infixing day suffixing to certain

words. In case the accuracy decreases after agdlyanlexical rules then there
could be a reason yet to be discovered.

Take for an example, if this rule is appliéiithe current tag of a word is an

adjective (J), after prefixing ‘in’ into that wordhe word is transformed into a
noun (N). From what we have discovered, even though the stdted as it is

and if the word is tagged as an adverb in the fitate, the rule could still be
applied to that word. Meaning to say the rule ipligpble as long as the letter
in" at the beginning of every word is detectedisThaybe the reason why the
accuracy decreased when the lexical rules wereeabpl

By applying the lexicon and the contextual rules,apuld see improvements in
terms of accuracies based on Table 4, 5, 6 antiig.shows that the contextual
rules were able to transform and correct the witagg. By applying the lexicon
and both rules, a better accuracy of above 90%\ery corpus were obtained.

We noticed that the accuracies decreased wheheatiules were applied as the
size of the corpuses increased as shown in Tabte 8,and 7. Take for an

example, by comparing corpus 3 and corpus 4, waddhat the corpus 3

obtained a higher accuracy than that of the corpuEhough the size of the
corpus 3 is smaller than the corpus 4, but the rurabrules applied to both the
corpuses were the same. Hence, the accuracy forcdhgus 4 could be

increased if more rules were added to the tagdes. dould also be that bigger
size of corpus has a more complicated morphologitaicture compared to
smaller corpus. This comparison is in term of newrds, new sentence
structure and the like.

In Table 8, we noticed that the tagging time areddhaluation time for corpus 2
took much longer than corpus 1, corpus 3 took manber than corpus 2 and
corpus 4 took even longer than corpus 3. This tabse bigger size of corpus
need more time for tagging process. This also dépem the speed of the
computer. If the computer is slow, then the tagdimg and the evaluation time
would take much longer. In all, we noticed that thgging results for Kadazan
language had achieved high accuracies by usinBrilis approach.

For better evaluation results it is always recomueeinto add more rules from
time to time where necessary especially the rdies ¢an help to increase the
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accuracy. By increasing the size of the corpusgusitore rules, a higher
accuracy could be achieved and by using a largéde could help reduce the
number of unknown words.

6 Conclusion

In a conclusion, we found that the Brill's approaduld be trained towards
many languages besides the English language antahtise results showed
that the accuracy achieved by using this approaere viigher or equivalent
compared to the original rule-based and statistiethods. However, the Brill's
approach is simpler compared to the statisticahotktComplex computation is
not required in Brill's method and only rule temptawere used and at the same
time it could achieve better accuracy. The perforeeaof the Kadazan POS
tagger using Brill’s approach had been highlighdaad discussed. The approach
had been implemented into POS Tagger in four phhased on the Birill's
approach and the tagger had also been evaluatea ways. Firstly, by getting
the accuracy and the error in comparing each mamelscombining both lexical
and contextual rules together and without using atimer rules. Secondly, by
calculating the tagging and evaluation time to wale the accuracy. The
results achieved was around 93% accuracy.

The tagging performance showed that Brill's Tagggproach could be trained

successfully over a small and bigger size of capusd the accuracy achieved
were slightly higher and could possibly be increlalsg adding more rules to it.

The lexicon also helped to identify the most likédg and to provide all other

possible tags. However, there were still a few iemg errors left outside the

scope of the tagger's observation. Hence, we cdecthat there is a need to
find more solution to solve the tagger's problemeetucing the errors.
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