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Abstract. This paper discusses the usage of the short-term emangpur of
speech smoothed by a fuzzy-based method to autatatisegment it into
syllabic units. Two new additional procedures, logermalization and
postprocessing, are proposed to adapt to the Istmé&anguage. Testing to 220
Indonesian utterances showed that the local nozatadn significantly improved
the performance of the fuzzy-based smoothing. énpihistprocessing procedure,
splitting and assimilation work in different wayEhe splitting of missed short
syllables sharply reduced deletion, but slightlgréased insertion. On the other
hand, the assimilation of a single consonant seginém an expected previous
or next segment slightly reduced insertion, butéased deletion. The use of
splitting gave a higher accuracy than the assimoitaind combined splitting-
assimilation procedures, since in many cases th@m#ation keeps the
unexpected insertions and overmerges the expeetgdents.

Keywords. assimilation, fuzzy-based smoothing; Indonesian language; local
normalization; short-term energy contour; splitting; syllable segmentation.

1 I ntroduction

Information on syllabic units can be used to imgrdkie performance of flat
start-based automatic speech recognition (ASR)1[1]- In 2010, Janakiraman
et al. [11] reported that incorporating information syllable boundaries into
English ASR reduced both computational complexitd avord error rate
(WER) significantly compared to flat start ASR. TWEER can be reduced from
13% to 4.4% and from 36% to 21.2% for TIMIT and NAT databases
respectively.

Every language has unique characteristics. For pkarmnglish and Indonesian
have different syllable patterns. A study of telepd conversations and
switchboard corpus by Su-Lin Wu [3] has shown thaiglish has 80%
monosyllabic words and 85% of them are simple &tres (V, VC, CV, CVC)
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and the rest are complex structures such as CCGM/ECC, where C is a
consonant and V is a vowel. Our exploration of ab&0 thousand words from
the great dictionary of the Indonesian languag@anius Besar Bahasa
Indonesia or KBBI), fourth edition, published in 2008 IBusat Bahasa, shows
that the Indonesian language has only 1.57% molabéylwords and has much
more simple structured syllables, up to 98.60%,ntHanglish. Hence,
Indonesian ASR engines are better developed ugifab& units with syllable
segmentation as an important subsystem for the ASR.

This research focuses on syllable segmentatiothtoindonesian language. A
segmentation method in [12] that was designed Her Earsi language, with
simple syllable structures CV(C)(C), was adapted tsted to the Indonesian
speech dataset of the clean speech corpus as bdekcin [13]. Some

modifications and two additional procedures, i.ecal normalization and

postprocessing, are proposed to adapt to the lstammdanguage, which has
some complex syllable structures, such as CCVCGWECC, as described in
[14].

The rest of this paper is organized as followstiBe@ discusses related works
about syllable segmentation for some languagesticBe® describes the
proposed Indonesian syllable segmentation, Sectioreports experimental
results and discussion, and finally Section 5 gs@se conclusions.

2 Related Works

Segmentation of speech into syllabic units can ppraached using three
different features, i.e. 1) the time domain, afll, [15]-[17]; 2) the frequency
domain, as in [11], [18]-[25]; and a combinationkafth, as in [26]-[28]. The
time domain approaches mostly use the short-tererggn(STE) contour
smoothed by a smoothing algorithm, while the fregpyedomain approaches
exploit cepstrum features.

The time domain approach in [16] simply uses anpl&TE contour and a
threshold to detect the locations of the start emdl of a syllable. This method
works very well but only for short-sentence uttees In [12], the plain STE
contour was first smoothed by fuzzy-based smoothiefpre defining the
syllable boundaries using a threshold-based methiod.usage of fuzzy-based
smoothing gave a much higher accuracy, 93.8% fearai speech dataset, than
the common moving average smoothing method. Uniattly, this method
produced a high insertion error, i.e. 14.2%, sisgiables ending with nonstop
nasal consonants such as /n/ or /m/ usually haveeh&rgy peaks.
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The frequency domain approaches are dominated ploierg a minimum

phase group delay function [18],[19]. This methodncbe improved
significantly by incorporating a procedure calledwel onset point (VOP)
detection, which is capable of decreasing deletod insertion errors as
discussed in [11].

Compared to the frequency domain approach, the tomain approach is
generally faster, but unfortunately it produces enaieletion and insertion
errors. However, these errors can be reduced bgrpeng a frequency-based
postprocessing procedure as described in [26] orinmprporating VOP
detection.

3 TheProposed Syllable Segmentation

The proposed automatic segmentation of Indonespeech into syllables
(ASISS) exploits the STE contour smoothed by aydzased method with two
additional procedures, i.e. local normalization @oedtprocessing, as illustrated
by Figure 1.

A speech (8 khz)

Preprocessing

Y

Short-term energy calculation

Y

Local normalization

/
Fuzzy-based smoothing

/

Boundary detection

/

Postprocessing

v

Syllable boundaries

Figurel Block diagram of ASISS.
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3.1 Preprocessing

In order to spectrally flatten the speech signapreemphasis procedure is
performed using Eq. (1), wheteis the preemphasis coefficient, set to 0.9. As
the speech signal is sampled at a high enough tleesamples of the low
frequency tend to change slowly. Such samples eamtmoved by subtracting
each sample from the previous sample as describédid equation. In other
words, the subtraction preserves samples that ehaapidly, i.e. its high
frequency components.

Yi =X —a% 1)

Next, the emphasized signal is blocked into framgiag Hamming windows,

where each frame is 10 milliseconds (ms) contai8@dgamples; the frequency
sampling used here is 8 khz. The frames have arlapvef 60 samples, i.e.

75% of the frame, to get smooth features.

Long sentence speech commonly contains a numisaleates that are so long
that it is quite hard to find the accurate syllabundaries in such speech.
Hence, a threshold-based procedure of silence ranmperformed using both
energy and duration thresholds on the STE. Thuy,tbe speech (no silence)
will be processed in the next step. In the finapsthe removed silences will be
restored to reproduce the original speech.

3.2 Short-Term Energy

The STE contour can be produced using differenhiitas, such as absolute,
square, root mean square, Teager, and modifiedeFeggeikhi and Almasgan;

have shown that the Teager energy gives the bestamy for the Farsi speech
dataset [12]. However, in this research, the sgaeaeegy as in Eq. (2) is used,
because it can increase the difference betweew gitmal energy and a higher
one and it empirically gives the best accuracyierindonesian speech dataset.

E=2.S @

3.3 Loca Normalization

Long sentence speech may contain high amplitudesoime parts and low
amplitudes in others. Hence, local normalizatioapplied to the STE contour
by detecting frames of very low energy and thermadizing the set of high
energy frames that occur between those very lowggnérames to the
maximum energy in that set. This step is expecateg@roduce a better STE
contour than that produced by the global normabratsed in [12].
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3.4 Fuzzy-Based Smoothing

The local normalized STE is then smoothed basedhenseven preceeding
energy samples(, E,, ..., E7) using the fuzzy-based smoothing as described in
[12]. However, the fuzzy linguistic rules were micell to have 11 rules
(instead of 7 rules), as listed in Table 1, to adag varying crisp valued inputs.

The membership functions for any rule and the tews in the fuzzy linguistic
rules as well as the activity degree of any fuzmyug were adapted from [12].
The membership functions for all fuzzy rubee described by Eq. (3), whete
=E - £, i.e. crisp valued inputs come from the speechggnsubstracted by the
fuzzy smoothed on&\ is a fuzzy rulec, is the center point ok's membership
function, andw is the width of membership function [12]. In thissearch, all
membership functions have the same width &l overlap, wherev = 0.18
was found through a number of experiments. Theetcgudint of the 11-th fuzzy
rule is zero.

Tablel The fuzzy linguistic rules.

Fuzzy Linguistic Rules
if most inputs are very small posititigen output is very small positive
if most inputs are small posititken output is small positive
if most inputs are medium posititleen output is medium positive
if most inputs are big posititben output is big positive
if most inputs are very big posititieen output is very big positive
if most inputs are very small negativen output is very small negative
if most inputs are small negatitiegen output is small negative
if most inputs are medium negativeen output is medium negative
if most inputs are big negatitieen output is big negative
if most inputs are very big negatitreen output is very big negative
else output is zero

|l zZ
LPo©®~NOURMWNRE

_2()§ _CA)
w+1l

2lx —cC w
,UA()Q): % Ca <X <CA+E 3)

0 otherwise

w
CA_E<Xi<CA

The termmost in fuzzy linguistic rules is defined by Eq. (42]1
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0 z<01
1o (2) = 0.5(1— co{%D 01<z< 09 (@)
1

z>09
The activity degree of any fuzzy group is describgdEq. (5) [12].
numbenof x. [J A}

(5)

A, = median[,UA(Xi)3 x U A]* /J”wLotalnumbeIOf X

Output of the fuzzy-based smoothing is a correfaimduct in Eq. (6).

11
AE =Y cud, (6)

A=l
Finally, the fuzzy smoothed energy is calculatedlyy (7) [12].
Ei+1=Ei + AE (7)

3.5 Boundary Detection

A threshold method based on local minima detecésmroposed by Sheikhi
and Almasganj in [12] was adapted in this reseafblere are three parameters
that should be tuned carefully, i;, the frame duration on the right and the
left of an energy sample to decide if the sampla maximum energy point or
not; Th, the threshold for the ratio of a maximum energinpto a consecutive
minimum energy point to decide if the point is adbmaximum or not; and,
the frame duration to decide if a local minimum rggepoint is syllable
boundary or not. Observation of the Indonesian dpatataset produced the
following optimum values for those parametdds= 3,Th = 1.5, and, = 20.

Figure 2 illustrates the segmentation of an Ind@mesitterance, Dengan
skema ini” (By this scheme), using fuzzy-based smootingldoth global and
local normalized STE. In the global normalized S™& segments /i/ and /ni/
in the utterance produced such low energies they there flat after fuzzy
smoothing and hence were recognized as one syllafile On the other hand,
the fuzzy smoothed local normalized STE gave aebetbntour for the
boundary detection procedure and accurately pratiGegyllables, /de/-/ngan/-
Iske/-Ima/-/i/-ni/, as performed by a linguist.
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An utterance "Dengan skema ini" (By this scheme)
1 T T T T T
)

L L L L L L
0 1000 2000 3000 4000 5000 6000 7000
Global normalized STE (solid) and the fuzzzy smoothed STE (dotted) of the utterance
1

0.5
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Local normalized STE (solid) and the fuzzzy smoothed STE (dotted) of the utterance
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Figure2 Indonesian utterancedengan skema ini” (1); global normalized STE
(solid line) and fuzzy smoothed STE (dotted lin&); Gegmentation boundaries
produced using global normalized STE (3); localnmaiized STE and fuzzy
smoothed STE (4); segmentation boundaries produsedy local normalized
STE (5).

3.6 Postprocessing

Two consecutive Indonesian syllables producing Voseies, i.e. the first
syllable ending with a vowel and the second oneinbeg with a vowel,
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commonly have a single energy peak so that thegiyoe a deletion error in

syllable detection. Hence, a threshold-based isgjiftrocedure is performed to
split such syllables. First, the syllable segmemtsluced by the previous step
are scanned and the STE of each segment is rest@dulsing a lower frame
size of 9 ms (instead of 10 ms as in [26]) to fimdre significant energy

variation. A valley in the STE contour can be dabe boundary if both the

energy ratio and duration between this valley dadawest neighbor peak as
well as its highest neighbor peak are greater thanpredefined thresholds.

An utterance "Si Firaun kecil" (The small Firaun)
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Figure3 The utterance S Firaun kecil” (The small Firaun) and the total
energy (solid line) as well as its residual enddptted line).
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Like similar Farsi syllables discussed in [12], dnésian syllables ending with
nonstop nasal consonants such as /m/ and /n/ dssvhigh-energy unvoiced
consonants /h/ and glottal stop usually have twerggnpeaks that can cause
insertion errors. Further observation of the fikeiconsonants /f/, /s/, /z/, Isyl,
and /kh/ as discussed in [29], shows that they edsise such errors. Hence, the
assimilation procedure from [26] was adapted toetdelthe unexpected
boundaries. However, in this research, both thal trd residual energies are
calculated using the square energy (instead dbtiheoot square energy) of the
original and the low pass filtered signal respeasgivwith a frame size of 10 ms
(instead of 11.6 ms). Here, the signal is filtenéth a cut-off frequency of 2800
Hz (instead of 1100 Hz). Figure 3 shows that thesooaant segments /s/, /f/,
and /c/ produce significantly lower residual enesgfdotted line) than the total
energies (solid line). This fact is exploited tgiaslate such segments into their
expected neighbors. The three thresholds to dessienilation, as described in
[26], i.e. MaxRatio, AverageRatio, andDecreasingResidual Ratio, were defined
empirically on the basis of several observations.

4 Resultsand Discussion

The speech dataset used here was taken from tlendsidn phonetically

balanced speech corpus as described in [13], wduakains 44,000 utterances
from 400 speakers, where each speaker read 11€énsest This research took
220 utterances from two speakers, a male and alderbe dataset of 220
utterances covers various structures of syllalanfsimple ones such as V,
VC, CV, and CVC to complex ones such as CCVC an€C¥.

Table2 Performance of AGN, ALN, ALNS, ALNA, and ALNSA.
Typeof ASISS Accuracy (%) Insertion (%) Deletion (%) Error (%)

AGN 66.26 8.81 20.61 4.32
ALN 82.53 8.49 5.85 3.13
ALNS 86.37 9.99 3.34 0.30
ALNA 81.79 7.51 7.04 3.66
ALNSA 85.57 8.93 4.11 1.39

In order to see the performance of the proposedtiadal procedures, five
different ASISS systems were developed, i.e. ASMEB global normalization
(AGN), ASISS with local normalization (ALN), ALN wh splitting (ALNS),
ALN with assimilation (ALNA), and ALN with splittig and assimilation
(ALNSA). Testing to the 220 Indonesian utterancestaining 3,360 syllables
gave the results listed in Table 2, where accuidgfined as the percentage of
detected syllables with boundary errors smallents@ ms or around 30% of
the average syllable duration in the dataset. fizgelis the percentage of
unexpected additional syllable boundaries that weduwithin a duration of 50
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ms. Deletion is the percentage of unoccured exgesstdable boundaries. Error
is the percentage of detected syllables with boyneiaors larger than 50 ms.

Compared to AGN, the proposed ALN gave a signifigalbetter performance:
improving accuracy up to 16.27%, reducing deletogn14.76%, and slightly
reducing insertion by 0.32%. These results show tha proposed local
normalization procedure works very well.

Comparing the three other ASISS systems to ALN gyithe following results:

1) the ALNS reduced deletion by 2.51%, but incrdaseertion by 1.50%.

These results show that the splitting procedure datect short segments
although it oversplits some utterances so thatdteiases insertion; 2) ALNA
reduced insertion by 0.98%, but increased deldtjoh.19%. This indicates that
the assimilation procedure does not work very willovermerges so many
segments that the percentage of deletion increaségher than the insertion
decrease; 3) ALNSA slightly reduced deletion by4%o/ but increased insertion
by 0.44%.

In some cases, ALNSA produced the best syllablensating. See for instance
figure 4. A linguist would suggest that the utterar’S Firaun kecil” (The
small Firaun) should be segmented into 5 syllalss/fir/-/aun/-/ke/-/cil/.

AGN segmented the utteranc8 ‘Firaun kecil” into 5 syllables, /s/-/ifir/-/au/-
Inke/-/cil/, as indicated by the solid lines. ltoguced two insertion errors:
boundaries between /s/ and /i/ and between /au/rdndnd two deletion errors:
syllable boundaries between /si/ and /fir/ and leetw/aun/ and /ke/.

ALN segmented the utterance into 6 syllables, ifgfivaun/-/ke/-Ic/-fill. It
produced two insertions, where two single consorsegments /s/ and /c/
should be assimilated into their right segments] andeletion, i.e. /firaun/
should be split into /firy and /aun/. ALN removedeo insertion and two
deletions produced by AGN. However, it producedwa imsertion, between /c/
and /il/, and a new deletion between /fir/ and /aun

ALNS segmented the utterance into 7 syllables/i/it/-/aun/-Ike/-Ic/-fill. 1t
produced similar segments as those produced by ALNthe deletion between
ffir/l and /aun/ would be restored later. This resiiows that the splitting
procedure works accurately.

ALNA segmented the utterance into 4 syllables,-/fs#un/-/ke/-/cil/. It
removed two insertions produced by ALN. This shdhat the assimilation
procedure works accurately in merging a single opast segment with the
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expected neighbor segment. ALNA could not remowedéletion between /fir/
and /aun/ since the assimilation procedure is asigthed to split any segments.

ALNSA accurately segmented the utterance into ks, i.e. /si/-/ffir/-laun/-
/ke/-[cil/, with a boundary error smaller than 58,rthe same segmentation as
performed by a linguist. It removed two insertioas well as a deletion
produced by ALN. This result shows that both thigtgpy and the assimilation
procedures work very well.

The linguist manually segments an utterance "Si Firaun kecil" into 5 syllables: /si/-/fit/-/aun/-Ike/-/cil/

1 hd T T hd T hd T T T hd T hd T T hd
| | | | | |
0 WMMMWW : e
| | | | | |
1l e ! L o I .| I I —l o ! I .
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
The AGN segments an utterance "Si Firaun kecil" into 5 syllables: : /s/-/ifir/-/au/-/nke/-/cil/
1 hd T T T T [ T T T T
0 i ‘WI [hi, nl“\l ‘“\ H‘ ‘| \.\||L|\‘,||||\.,‘|‘ T .MHHIL. - il el
\\Il]‘“l‘\l\l' ‘ll ‘w “W \l”‘qr”\ll\“ DAL L i THAmF LARKR il
1 . ! ! I l o ! ! ! !
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
The ALN segments an utterance "Si Firaun kecil" into 6 syllables: /s/-/i/-/firaun/-Ike/-/c/-/il/
1 . e T T T T
0 WMWW -- .
1 ! ! ! ! L o !
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
The ALNS segments an utterance "Si Firaun kecil" into 7 syllables: /s/-/i/-/fir/-/aun/-/ke/-/c/-/il/
1 T T T T T T T T T
0 “*MWMWW %W o M
1 ! ! ! o ! ! ! L o !
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
The ALNA segments an utterance "Si Firaun kecil" into 4 syllables: /si/-/firaun/-/ke/-/cil/
l hd T T T T T T T T T
0 WMW‘MMW ) ‘L:‘WM‘M‘WM AR
-1 | 1 1 | 1 1 1 | 1
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
The ALNSA segments an utterance "Si Firaun kecil" into 5 syllables: /si/-/fir/-/aun/-Ike/-/cil/
l T T T T T
0 W%%%W ‘ = WW%M b
- | | Il | I I
0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Figure4 Segmentation of an Indonesian utteran& Firaun kecil” (The small
Firaun), by a linguist, AGN, ALN, ALNS, ALNA, and IANSA.
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However, in many other cases, ALNSA produced wadiable segmenting
than ALNS. See for instance Figure 5. The utterdi<alau dukungan IMF
cukup besar terhadap kita’ is segmented by a linguist into 22 segments as
indicated by the dotted lines, i.e. /ka/-/lau/-Hku/-/ngan/-/ik/-lem/-/sp/-lef]-
Ispl/-Icul-Ikup/-Ibe/-Isarl-Ispl-lter/-Ihal-/dapbifeki/-/sp/-Ital, where /sp/ is a
short pause. ALN generated 22 segments, indicagethdd solid lines, but it
produced two errors: 1) an insertion in the thiegjreent, where the segment
Nlau/ is split into /I/ and /au/; and 2) a deletiornthe 18-th segment, where two
segments, /ha/ and /dap/, are merged as a sirgyteese /hadap/.

The linguist manually segments "Kalau dukungan IMF cukup besar terhadap kita" into 22 syllables

1re ?r- = \dl hd T A A 4 *r— *Te
| [ [ [ |

¢ — —
)
- — —
- —
)
)
b
¢ — —
< — —

| |
| \ |
Al - :
0 05 1 15 2

o " 05 1 15

Ins
The ALNS segments "Kalau dukungan IMF cukup besar terhadap kita" into 25 syllables

* 9

o " 05 T 1

2 ® 25
S3 x 10"

The ALNSA segments "Kalau dukungan IMF cukup besar terhadap kita" into 24 syllables

-1le . ¢ )

Figure5 Segmentation of an Indonesian utterance, “Kalauudgan IMF
cukup besar terhadap kita” (If support from the INdFquite big to us), by a
linguist, ALN, ALNS, and ALNSA.

ALNS generated 25 segments as indicated by thd Boés. There were three
new additional segments, shown by boundaries Sla&®? S3. It is clear that
S1 and S2 are unexpected inserted boundaries,3bist & expected boundary
that restores the deletion produced by ALN. Thessults increased the
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accuracy of ALNS with one correct syllable, butytlaéso increased the number
of insertion errors with two unexpected segments.

ALNSA unfortunately performed worse than ALNS bygucing 24 segments.
It kept the unexpected inserted boundaries S1 @and\ removed the expected
boundary S3. The assimilation procedure in ALNS@ ot merge both S1 and
S2 into expected previous or next segments, bltdated the expected S3
into the previous segment instead. This explaing wWhNSA gave a lower
accuracy than ALNS, as shown in Table 2. The weskioé ALNSA is affected
by the assimilation procedure, which, in many cade=eps unexpected
insertions and overmerges expected segments.

5 Conclusions

The proposed local normalization significantly irpes the performance of the
fuzzy-based smoothing with global normalizatioe, increasing the accuracy
as well as reducing insertion and deletion. Botlstpmcessing procedures,
splitting and assimilation, work in different waykhe splitting of missed short
syllables sharply reduces deletion, but slightisréases insertion. On the other
hand, assimilation of a single consonant segmeatan expected previous or
next segment slightly reduces insertion, but ineesadeletion. Sequential
combination of splitting and assimilation unforttglg gives worse accuracy
than the splitting procedure alone because themdasibn, in many cases,
keeps the unexpected insertions and overmergesxplexted segments. Hence,
the ASISS with local normalization and splittingopedure (ALNS) gives the
highest accuracy. In this research, the valuesalloparameters of the ASISS
systems were manually tuned by observations sotllegt may not have been
optimum. Hence, an optimization technique, suckwadutionary computation,
could be performed to get better optimum valuese @ksimilation procedure
should be improved first before combining it sedisgly with the splitting
procedure.
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